
Promoting 
innovation through 
security, protection, and 
sustainability – 
DEKRA ensures trustworthy AI and strengthens 
resilient digital infrastructures
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“The term AI was coined back in the 1950s. AI has enormous potential for the 
global economy and for all sectors. AI applications are already permeating all 
sectors, from the healthcare industry to the automotive industry. Just think of 
smart navigation, AI-powered voice recognition, predictive maintenance, and 
infotainment.” 1

In recent years, the economic potential of AI has been examined across all 
sectors in several studies, including by PWC, McKinsey and Accenture2. Based 
on a study of the 12 economies that together generate more than 0.5% of 
global economic output, Accenture emphasizes that annual global economic 
growth could double by 2035. The reasons for this are:  

•	 A strong increase in labor productivity (by up to 40%), as innovative 
technologies enable more efficient time management. 

•	 AI will create a new “virtual” workforce – referred to in the report as 
“intelligent automation” – that is able to solve problems and learn for 
itself. 

•	 The economy will also benefit from the diffusion of innovations that will 
impact various sectors and create new sources of revenue. 

•	 BUT – Only a small percentage of companies in Europe have so far opted 
for digital technologies. This problem is particularly pressing for small 
and medium-sized companies. In 2017, only 25% of large companies and 
10% of small and medium-sized companies in the EU made use of big 
data analytics.3 

•	 This is also the case in Germany. According to the study “The potential 
of artificial intelligence in the manufacturing industry”, around 25% 
of large companies in the manufacturing sector currently use AI 
technologies, compared with only 15% of SMEs. 

1 �“Artificial intelligence (AI) is an area of computer science that imitates human cognitive capabilities by identifying and sorting input 
data. This intelligence can be based on programmed work flows or created with machine learning.” (Artificial intelligence (AI) and 
machine learning, Fraunhofer IKS) 

2 Cf. Economic impacts of artificial intelligence (europa.eu)
3 Cf. Communication from the Commission – Artificial Intelligence for Europe COM (2018) 237 final

1. A changing world – thanks to AI 

chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https://www.europarl.europa.eu/RegData/etudes/BRIE/2019/637967/EPRS_BRI(2019)637967_EN.pdf


6

BROCHURE ON AI/CYBERSECURITY

•	 The progressive introduction of AI systems holds great potential for social benefits, 
economic growth, and the promotion of innovation and global competitiveness, as well 
as sustainability both worldwide and within the EU.  

•	 However, it is also clear that in certain cases, the specific characteristics of certain AI 
systems can pose new risks to democracy and fundamental rights.  The systematic 
risks of powerful AI models that are used on a large scale are also well known. 

2.  AI’s challenges  
for businesses and society

RISKS OF 
USING AI
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•	 Compromising security and impacting the protection of people: As 
AI technologies become more and more complex, the associated 
security risks and the potential for misuse and cyberattacks, 
including physical harm, may also increase. Manipulation and 
disinformation can also be caused by AI-generated deepfakes.  

•	 Transparency: Lack of transparency due to the complexity and non-
transparency of the data used. 
 

•	 Discrimination: Algorithms can trigger or cement social prejudices.  

•	 Data privacy: AI technologies often collect and analyze large 
amounts of personal data, raising privacy and data security 
concerns.  

•	 Ethical issues: Ethical values are anchored in AI systems. 

Possible threats to fundamental 
rights and democracy
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3. Rules and standards  
for using AI

“AI is nothing new – in view of the progressive global 
market penetration into all areas of life, companies and 
citizens increasingly need legal certainty and protection to 
enable and drive forward innovations. This is the essential 
prerequisite for the acceptance of innovations.   

The aim should be to transform voluntary commitments 
into globally binding laws. The European Union has made 
a vital advancement here with the world’s first horizontal 
legislation: the EU AI Act.” 

Examples of regulatory approaches in the field of AI
Overview of current regulatory initiatives (selection)*

EU AI Act

G7 AI Code of Conduct

India – Non-regulatory approach to AI

China – AI governance framework

US Executive Order

* �The information shown on this map is a snapshot from May 2024. Due to the dynamic and fast-moving nature of this area, changes may occur that are not reflected 

in this map.

Source: Own Illustration
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G7 Code of Conduct for Organizations Developing 
Advanced AI Systems

•	 The International Code of Conduct is intended 
to promote secure and trustworthy AI worldwide 
and to provide voluntary guidelines for action by 
organizations developing advanced AI systems, 
including the most advanced baseline models 
and generative AI systems. 

•	 To this end, the G7 countries signed the Code 
of Conduct on October 30. By adhering to 
eleven principles, signatories agree to respect 
democracy and human rights. Data should be 
handled responsibly and protected, and copyright 
should be maintained.  

Executive Order (EO) on AI by the US government, 
October 30, 2023 – legally binding in parts – focus 
USA 

•	 The Executive Order sets out new standards for 
the security of AI – including protecting privacy, 
ensuring equality and civil rights, promoting 
innovation and competition, and much more. 

•	 The developers of very powerful AI systems are 
required to share the results of their security 
tests and other important information with the 
US government. Furthermore, standards, tools, 
and tests are to be developed to ensure that AI 
systems are secure and trustworthy.

•	 More than 80% of the major AI models originated 
in the United States. The Executive Order (EO) 
is particularly relevant to the AI ecosystem in 
the US. This decree can build a bridge to EU 
legislation. 

AI Safety Summit/Bletchley Declaration 
November 1, 2023 – voluntary declaration of intent 

•	 Comprises 28 countries (including the US, 
China, and the EU) that have committed to 
working together on AI regulation. The Bletchley 
Declaration sets out requirements for the global 
tech industry to provide appropriate benchmarks 

and tools for safety testing and to promote the 
development of relevant public sector capabilities 
and scientific research. 
 

•	 The signatories agree on a risk-based policy to 
ensure security in view of the risks associated 
with AI. It offers a platform for cooperation, but 
also mutual recognition of national differences. 
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“As an independent testing organization, DEKRA 
fosters trust and is therefore an essential partner in 
implementing technological innovations – this includes all 
industries and sectors, from the automotive industry to 
the banking sector.” 

•	 On December 9, 2023, the European Commission, 
the European Parliament, and the 27 EU member 
states agreed in the Council on the world’s first 
horizontal legislation on the regulation of AI.  

•	 The proposed Regulation (EU) 2021/206 follows 
a risk-based approach. Its aim is to introduce a 
proportionate and effective set of binding rules 
for AI systems. For the first time, the AI Act thus 
also lays down requirements for the protection of 
fundamental rights and functional security. 

•	 DEKRA welcomes the envisaged strong 
legal framework, which enables conformity 
assessment procedures for new products to 
meet the highest monitoring, quality assurance, 
and consumer protection standards used by 
independent testing organizations.   

•	 For its implementation at a national level, it is 
important, among other things, that the expertise 
of third-party inspection service providers be 
taken into account. 

“The EU AI Act will require a large number of adjustments 
and changes to the respective legal frameworks – 
including in the automotive sector, as well as the 
amendment of the EU type approval system.”  

•	 AI law and type approval: AI will also play an 
important role in vehicles and will be used in 
driver assistance systems and autonomous 
driving, for example. With regard to the type 
approval of vehicles and in view of the potential 
risks of AI applications in AVs, AI systems should 
also be classified as safety components.  

•	 Reference should be made here to UN Regulation 
155 (Uniform provisions concerning the approval 
of vehicles with regards to cybersecurity and 
cybersecurity management system) and UN 
Regulation 156 (Uniform provisions concerning 
the approval of vehicles with regards to 
software update and software updates 
management system), among others.

EU AI Act: Proposal of the EU Commission from 2021 – 
legally binding for EU member states
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AI-related 
standards

“The EU AI Act also goes hand in hand with the development of new standards 
– the aim here is to take tried-and-tested standards into account and shape 
new ones. Common standards are the practical basis for daily business and 
are therefore intrinsically important.” 

2024
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•	 DEKRA offers comprehensive AI assessment services that cover the entire lifecycle of AI 
systems, including the development, validation, and operational phases necessary for 
successful AI. 
 

•	 Our expert audits identify risks and weaknesses, and use risk assessment plans to 
ensure security. 
 

•	 DEKRA offers professional consulting and training services to get companies “fit for AI”. 
In this context, we also support companies in implementing AI management systems. 
 

•	 Our experts provide assistance with the implementation of upcoming AI regulations 
and assess their impact on the business and product portfolio. We equip companies 
with the necessary knowledge and experience to effectively and securely manage the 
use of AI in line with the new regulations. 

•	 The first generation of AI testing and certification covers a wide range of services 
for assessing the security of AI solutions. The primary aim is to carry out conformity 
assessments and ensure the highest security standards.

4. AI for innovation and to protect 
consumers
Our cross-sector and international services



13

2024

Business case
1.	 In early 2024, DEKRA and LatticeFlow announced the first 

commercial AI assessment for Migros Bank, a leading Swiss bank, to 
develop the practical framework for comprehensive AI assessments 
in compliance with the latest ISO standards for data quality and 
model robustness. To achieve this, DEKRA is using the AI Readiness 
Framework to audit the AI system. Our task is to ensure the integrity 
and quality of the AI system – in other words, to ensure compliance 
with future regulations at all times and to minimize risks. 

2.	 DEKRA supported the LTS Group, a leading player in the AI and ADAS 
systems field, in certifying the quality of the data labeling processes 
of its services, and conducted an assessment according to ISO/IEC 
5259-4. This standard provides guidelines and frameworks for the 
assessment of data quality in the context of machine learning and 
analytics. 

2024
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“DEKRA offers AI services and cybersecurity solutions 
worldwide. We use our independent expertise as well 
as our cross-sector and cross-industry knowledge. We 
operate globally. In order to address the German market, 
one of the largest and most important markets, DEKRA 
decided to join forces with PwC Germany and the City of 
Hamburg’s Innovation Fund to establish the CertifAI joint 
venture. 

14
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5. With our locations across the 
world, we contribute to the secure 
development of AI 

Source: Own Illustration
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6. In focus: Cybersecurity 
Cyberattacks on hardware and software cost the global economy 5.5 trillion euros every year. 
BITKOM estimates the damage in Germany alone to be 203 billion euros annually. The Federal 
Office for Information Security’s (BSI) Situation Report on IT Security in Germany 2023 revealed the 
national situation to be ‘tense to critical’ for the current reporting period. The threat in cyberspace 
is therefore higher than ever before.
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The 19th edition of the report focuses on the accelerating technological change and econo-
mic uncertainty as the world faces two major crises: climate and conflicts. 

With its services in the areas of sustainability, cybersecurity, and AI, DEKRA is helping to 
make our world more secure, cleaner, and more sustainable.  The company is thus respon-
ding decisively to critical research findings and positioning itself as an important part of 
the solution to global challenges.

Source: WEF The Global Risks Report 2024

chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https://www3.weforum.org/docs/WEF_The_Global_Risks_Report_2024.pdf
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Locations of the cybersecurity labs

We support companies in protecting their digital infrastructure as part of the implementation of the Directive on Se-
curity of Network and Information Systems and the imminent implementation of the Cyber Resilience Act. A key factor 
is that the TIC sector is firmly anchored in the legal framework as an independent testing organization. In this way, 
we contribute to security, maintain our scope as an enabler for companies, and can relieve the burden on supervisory 
authorities. With more than seven years of experience in cybersecurity services, DEKRA has established a solid global 
presence in Taiwan, China, Japan, Europe, and the US. Our customers include industry giants such as Amazon, Apple, 
Google, BYD, BMW, and Continental. Last year, the company doubled its workforce.

•	 Our experts are committed to the highest possib-
le level of security. In this context, DEKRA cyberse-
curity services cover the entire product life cycle 
and include testing, assessment, and certification 
according to generally recognized cybersecurity 
standards such as Common Criteria (ISO 15408), 
FIPS 140-3 (ISO 19790), eIDAS regulation, LINCE, 
and GSMA - NESAS 3GPP.  

•	 With this in mind, DEKRA’s role includes validating 
the cybersecurity of products and applications for 
the suppliers of global tech companies. DEKRA 
was also one of the first accredited certification 
bodies in Germany to offer cybersecurity services 

Our expertise in cybersecurity 

for car manufacturers. 

•	 The legislative framework is an important factor 
in ensuring that DEKRA, as an independent tes-
ting service provider, can contribute to the pro-
tection of digital infrastructures in Germany and 
thus also support downstream authorities.  
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